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Abstract

Online communities on Reddit are a popular choice among
people with opioid use disorder (OUD) to seek informa-
tion on drug use, withdrawal symptoms, and recovery. LLM-
powered chatbots (e.g., Chat GPT) are widely being adopted
as question-answer systems for health-related queries. How-
ever, such online health information seeking could potentially
be hindered by myths and misinformation on OUD, mislead-
ing or causing genuine harm to people with OUD. In this
work, we examine the prevalence of 5 OUD-related myths, on
treatment models and patient characteristics, within human-
(taken from Reddit) and LLM-generated responses to queries
on OUD. We further explore the framing strategies used
within responses (both human- and LLM-generated) promot-
ing and countering the myths. We found that all 5 myths were
more widespread within human-generated responses. In addi-
tion, myth-promoting responses adopted trustworthy and au-
thoritative framings, compared to knowledge-imparting lin-
guistic cues within those countering the myths. Our work of-
fers recommendations to reduce online OUD misinformation.

Introduction

Opioid overdose continues to be a leading cause of death in
the United States. In 2021, there were more than 106, 000
opioid drug-involved deaths in the U.S. (NIDA 2023). Cen-
tral to harm reduction is decreasing barriers to treatment,
such as expanding access to clinically-approved medications
for addiction treatment (MAT) (National Academies of Sci-
ences, Engineering, and Medicine 2019) and recognizing
opioid use disorder (OUD) as a disease (Garett and Young
2022). However, ongoing efforts (CDC 2021) remain inef-
fective due to myths, misinformation, and stigma around the
issue (Corrigan 2017), in both offline and online contexts.
Due to extensive stigma in the offline world (Kruis,
McLean, and Perry 2021; Wayne Kepner and Nobles 2022),
people with OUD often turn to non-conventional ways to re-
cover, i.e., online platforms. Owing to pseudonymity, Red-
dit is a popular platform to discuss stigmatized issues (Yao
et al. 2020). In particular, people with OUD use commu-
nities on Reddit to discuss substance (mis)use (Balsamo
et al. 2023), alternate treatments (Chancellor et al. 2019),
and recovery attempts (Bunting et al. 2021). More recently,
with democratized access to Large Language Model (LLM)-
powered chatbots (e.g., ChatGPT), people are adopting
them as question-answer systems, to seek nuanced health
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information and even self-disclose (Alanezi 2024). In addi-
tion, people are increasingly using LLMs to co-write content
they publish online (Jakesch et al. 2023). Despite the bene-
fits provided by these online forums, individuals’ attempts
at seeking information on substance use could potentially be
challenged by inaccurate or harmful misinformation.

Scholars have looked at problematic online portrayals of
MAT. Dekeseredy et al. (2021) revealed dissemination of
conspiracy theories about medications for OUD on Twit-
ter. People described them as being ineffective. An analysis
of Reddit posts uncovered “intervention-based” stigma and
misinformation (Wayne Kepner and Nobles 2022). EISh-
erief et al. (2021) performed a cross-platform analysis to
study the prevalence of a leading OUD medication myth —
MAT is simply replacing one drug with another. They found
pronounced presence of it on Twitter. Such negative atti-
tudes could serve as barriers to harm reduction and treat-
ment. Online OUD misinformation contributes to increased
reluctance to initiate treatment, distrust toward the health-
care system, and lowered self-esteem (Woo et al. 2017).

Although, unpacking online OUD misinformation has re-
ceived some attention, it has only focused on myths about
MAT. A deeper analysis of the varied OUD myths people are
exposed to via online technologies, both human- (e.g., Red-
dit) and LLM-driven, is much needed to inform public health
efforts. Moreover, health information seeking has been di-
versified with LLMs. The veracity of LLMs, in the context
of OUD, has not been studied yet. Additionally, framing of
content can not only inform the public what to think about
but how to think about the underlying issue (Entman 1993).
Scholars have not yet explored the underlying framing of on-
line OUD misinformation, which can drive and impact pub-
lic engagement (Zhou et al. 2023). Does content promoting
OUD myths adopt trustworthy, evidence-based, or persua-
sive framings? Such an intricate analysis could inform well-
guided efforts towards harm reduction. Our study pursues
the following two research questions:

RQ1: Do human- and LLM-generated responses (a) pro-
mote or (b) counter myths associated with OUD? If so,
how prevalent are they?

RQ2: (a) How do responses promoting and countering the
myths differ in framing? (b) Are there differences across
human- and LLM-generated responses?

To answer these, we used a Reddit Question-Answer
(Reddit-0QA) dataset containing posts with a query on
OUD and the corresponding top-voted comments: proxy



for human-generated responses. We then used a carefully-
crafted prompt to get LLM-generated responses, via GPT-4,
for OUD queries. This was followed by developing few-
shot classifiers to identify human and LLM responses that
promote and counter 5 OUD myths (RQ1), encompass-
ing a wide array of online misinformation on treatment
models and patient characteristics. Our study experimented
with 2 prompting strategies: (a) few-shot, and (b) few-shot
with chain-of-thought, and 3 LLMs: (a) LLaMa-2-13B,
(b) Mistral-7B, and (¢) gpt—3.5-turbo for classifi-
cation. We employed expert-annotated ground truth exam-
ples (ElSherief et al. 2024) as few-shots to the classifiers.

Our analysis revealed that gpt—-3.5-turbo, with a
few-shot chain-of-thought prompt, achieved the best clas-
sification performance. Myth-promoting content was more
widespread within the human-generated responses, in com-
parison to those generated by the LLM (i.e., GPT-4). As
per framing (RQ2 (a)), adopting the taxonomy proposed for
identifying credible and misinformation (Zhang et al. 2018),
responses containing myths used more trustworthy and as-
sertive linguistic cues, while those containing counter-myths
had a higher tendency to impart knowledge. Finally, LLM
responses were a lot more agreeable and knowledge-based
in comparison to human-generated ones (RQ2 (b)).

Overall, this work makes the following contributions. (1)
We offer a comprehensive evaluation of OUD-related myths
within human- (taken from Reddit) and LLM-generated re-
sponses to OUD queries. To better understand the landscape,
we also identify responses that counter (or challenge) the
said myths. Our work looks at 5 leading myths on treat-
ment models and patient characteristics. (2) We contribute
few-shot learners, grounded in representative examples an-
notated by public health experts, to identify responses that
promote and counter the myths. (3) We identify the pres-
ence of 4 framing strategies — assertive confidence, alter-
nate diverging views, external knowledge, and persuasive
appeal — and examine how they differ across (a) myth-
promoting and myth-countering responses, and (b) human-
and LLM-generated responses. Our findings offer recom-
mendations to reduce online misinformation on OUD such
as machine-assisted content moderation and automated re-
writes of harmful OUD information.

We caution the readers that some examples, provided to
better contextualize the results, can be misleading.

Background and Related Work
Myths, Misinformation, and Stigma around OUD

OUD is more stigmatized than other health conditions (Cor-
rigan 2017). In a nationally representative web-based survey,
respondents expressed that people with OUD are to blame
for their own condition, lack self-discipline, and should be
socially distanced (Kennedy-Hendricks et al. 2017). Such
public stigma propagates myths and misinformation, which
serve as a barrier to harm reduction and treatment. Opioid
addiction is falsely recognized as a “willful choice”, and
not a disease treatable with medicine (Garett and Young
2022). Misinformation surrounds Food and Drug Adminis-
tration (FDA) approved medications for addiction treatment.
People, including first responders, believe that “[MAT] puts
more drugs on streets” (Kruis, McLean, and Perry 2021).
To avoid such negative attitudes in the offline world, peo-
ple with OUD often turn to non-conventional online re-

covery pathways. Online discussions span across different
phases of opioid addiction — using, withdrawing, and recov-
ering. For instance, using machine learning models, schol-
ars identified individuals at risk of fentanyl misuse on Red-
dit (Garg et al. 2021). Fan et al. (2017) built a classifier to de-
tect those suffering from OUD on Twitter. Content analysis
of 100 Reddit conversations revealed therapeutic commu-
nity interactions on OUD (D’ Agostino et al. 2017). Factors
including instillation of hope, universality, imparting infor-
mation, and altruism were evident. MacLean et al. (2015)
examined recovery trajectories from substance use disor-
der, revealing positive correlations between online forum
use and recovery. People use support communities on Reddit
to freely discuss substance use (Balsamo et al. 2023), share
recovery experiences (Bunting et al. 2021), or explore al-
ternate treatment models (Chancellor et al. 2019). However,
attempts at seeking information on substance use from on-
line forums are challenged due to the presence of inaccurate
and harmful health misinformation.

Deductive qualitative analysis of 269 Reddit posts found
misinformation on MAT (Wayne Kepner and Nobles 2022).
A large percentage of posts did not recognize individuals
on MAT as those recovering from opioid use. ElSherief
et al. (2021) made the first large-scale attempt to identify
the online presence of a leading myth surrounding MAT,
i.e., “MAT simply replaces one drug with another.” They
found the lowest prevalence of the said myth on web-based
health communities such as Reddit and Drugs-Forum, and
the highest on Twitter. More recently, ElSherief et al. (2024)
proposed a multistage analytic pipeline to uncover OUD-
related myths and misinformation on social media. Through
this, they contributed an expert-annotated dataset of 303 on-
line posts, spreading 5 myths on OUD treatment models and
patient characteristics. Our work makes use of this dataset
to contribute computational techniques that can perform a
large-scale analysis and inform the prevalence of a wide va-
riety of OUD health misinformation on Reddit, a platform
where people suffering from OUD and other socially stig-
matized conditions feel safe to seek information (Balsamo
et al. 2023), warranted to facilitate mitigation efforts.

Health Information Seeking and LLMs

With the release of ChatGPT, an LLM-powered conver-
sational agent, people are increasingly engaging with it to
discuss high-stakes issues such as suicidal thoughts, medi-
cal diagnosis and treatment (Reardon 2023). This democra-
tized access has motivated scholars across academic, med-
ical, industry, and public policy domains to consider the
benefits and harms of LLMs in healthcare (De Choudhury,
Pendse, and Kumar 2023). In a cross-sectional study (Ay-
ers et al. 2023), researchers asked licensed healthcare pro-
fessionals to assess Chat GPT responses for randomly sam-
pled questions on the r/AskDocs subreddit. ChatGPT
responses were rated higher for both quality and empathy
compared to physician responses. Conversely, Zhou et al.
(2023) found that GPT-3 generated persuasive COVID-
19 health misinformation with enhanced details. A careful
evaluation of 4 LLMs — Bard, Claude, ChatGPT, and
GPT-4 — surfaced the perpetuation of debunked and race-
based medicine (Omiye et al. 2023). When asked to generate
instructions to help a non-breathing victim, Google Bard
and Bing Chat gave plausible sounding deceptive guid-



ance (Birkun and Gautam 2023). Xiang et al. (2023) found
that LLMs produced harmful misinformation on maternity
and infant care when answering expert-checked questions in
Chinese. Finally, on exploring the multilingual capabilities
of LLMs, Jin et al. (2023) observed disparities across four
major languages when answering health-related questions.

Recently, Tate et al. (2023) positioned the role of Gener-
ative Al in addiction medicine research. The authors argue
that though LLM-powered chatbots increase access to coun-
seling services (by potentially serving as online therapists),
there is a need to evaluate if they can cause genuine harm to
people with OUD. This study makes the first attempt to eval-
uate whether or not LLM responses, generated by GPT-4,
to online queries on Reddit, propagate myths on OUD.

Data

Owing to pseudonymity, Reddit enables candid discussions
on OUD - people with OUD often share original and unfil-
tered first-hand experiences (Chancellor et al. 2019). Red-
dit’s popularity among people with OUD (Balsamo et al.
2023) and the availability of long form content (Smith et al.
2021) motivated us to look at (a) online queries on OUD and
(b) the corresponding human-generated responses posted on
Reddit. We used a Reddit Question-Answer dataset (Laud
et al. 2025), hereafter referred to as Reddit—QA.
Reddit-QA consists of 150, 436 original posts contain-
ing an OUD-related query and the associated comments as
a proxy for human-generated responses. On average, each
post has 12 comments. Posts containing a query were iden-
tified using a BERT-based question classifier (Turc et al.
2019), trained on a Quora Question-Answer dataset and
manually validated. The dataset was collected using the
Pushshift Reddit API from January 2018 to September
2021. Reddit—QA belongs to a period before the avail-
ability of democratized LLMs, e.g., ChatGPT (released
in 2022), making it difficult for lay individuals to use
LLMs to write posts/comments on Reddit. This ensures
that the comments within Reddit -QA are majorly human-
generated. The posts belong to 19 OUD-specific subred-
dits, e.g., r/Methadone, r/OpiatesRecovery, and
r/Heroin, including those explored by prior work (Chan-
cellor et al. 2019; Balsamo et al. 2023) and having a large
number of members. They contain queries on diverse OUD
topics, e.g., drug use, lifestyle, treatment, and withdrawal.

Filtering and Data Cleaning

Within Reddit-QAa, we removed posts that received no
comments. This reduced the posts to 139, 013. There is ev-
idence that users’ engagement on Reddit via upvoting and
downvoting is reflective of their interest and conformity
to community norms (D’Agostino et al. 2017). Highly up-
voted posts and comments are also more likely to be viewed
by people (Salihefendic 2015). We filtered out posts that
did not receive a high score (score = #upvotes - #down-
votes). On average, posts within Reddit—-QA received a
score of 3. We removed posts that got a less than average
score, finally leaving us with 70, 149 posts. We refer to these
as Reddit—-QA-posts. This filtering helped us explore
higher engagement, more likely to be seen posts, which may
receive myth-promoting responses.

For each post, we only used the top-most voted com-
ment as the representative human-generated response to it.

Dataset |Mean (#words)| Median | Std dev
Reddit-QA-posts 585.61| 318.00| 964.11
Reddit—-QA-comments 300.09| 176.00| 400.32
GPT-4-responses 383.13| 116.00| 388.21

Table 1: Statistics of Reddit—QA and GPT—4 responses.

We refer to these comments as Reddit-QA-comments
throughout the paper. Again, this decision was based on how
Reddit drives user experiences (Salihefendic 2015). In addi-
tion, considering a single comment in contrast to all allowed
us to conduct a fair comparison with LLMs, which in the de-
fault case (e.g., ChatGPT) generate a single response. Ta-
ble 1 provides length of posts and comments within the final
filtered dataset. Table A3 lists paraphrased exemplars within
the Reddit-QA-posts and Reddit-QA-comments
datasets.

LLM-generated Responses to OUD queries

We used GPT—-4 (OpenAl et al. 2024), with a manually de-
signed prompt, to gather LLM-generated responses to OUD
queries. GPT—-4 is known to outperform previous LLMs and
state-of-the-art systems on a suite of natural language gen-
eration tasks (OpenAl et al. 2024). It also has substantially
improved ability to follow user intent (Ouyang et al. 2022).
Specifically, we used gpt-4-0613, the most capable and
stable text generation model available at the time of this
work. We chose a sampling temperature of 0.7. This tem-
perature value was chosen, following prior work (Jakesch
et al. 2023), to generate varied and creative responses that
could potentially be posted on Reddit.

Prompt creation: We used prompt design to hand-craft a
text guiding GPT—4 to generate responses to OUD queries.
Specifically, we referred to well-adopted prompt engineer-
ing guidelines (OpenAl 2023b). These guidelines recom-
mend to include (a) simple task-specific instructions, (b)
context, (c) question of interest, and (d) output format.

To conduct a fair comparison of human-generated
responses from Reddit (Reddit-QA-comments) and
LLM-generated responses, we assigned GPT—4 the persona
of an active Reddit user who gathers and provides infor-
mation on OUD. We then asked it to generate a comment
answering a Reddit post containing an OUD-related query.
These Reddit posts were taken as is from the earlier de-
scribed Reddit-QA-posts dataset. To assist generation,
we provided the post’s subreddit name and description. We
explored multiple prompts to finalize these choices, as de-
tailed in Section “Prompt Exploration” in the Appendix. The
final prompt is detailed in the Appendix (Table A1). We re-
fer to the generated dataset as GPT-4-responses. Ta-
ble 1 provides statistics on the length of GPT-4 generated
responses.

Data validation: We took multiple steps to validate the
GPT-4-responses dataset, making sure that it was
comparable to Reddit-QA-comments. To begin, Ta-
ble 1 shows that human- and LLM-generated responses
were of similar length. The first-author, having prior ex-
perience in social computing research and in consulta-
tion with two coauthors who have conducted research
in the context of OUD, read through 50 samples ran-
domly drawn from the Reddit-QA-posts dataset and
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Figure 1: Overview of our method: (0) dataset; both human- and LLM-generated, (1) myth and counter-myth classification per

RQI, and (2) identifying framing strategies per RQ?2.

the corresponding (a) human-generated responses taken
from Reddit-QA-comments and (b) LLM-generated
responses taken from GPT-4-responses. This anal-
ysis revealed that the human- and LLM-generated re-
sponses were semantically similar. Similar to Reddit,
GPT-4 responses contained personal narratives, informa-
tion on opioids, and peer support indicators. Table A3
lists some comparative human- and LLM-generated re-
sponses as examples. In addition to this manual review, we
computed the KL-divergence of topic distributions across
the Reddit-QA-comments and GPT-4-responses
datasets. Topics and topic distributions were obtained us-
ing the BERTopic framework (Grootendorst 2022). It is an
embedding-based representation learning tool, which con-
siders the linguistic context and the semantic relationship
between words to extract topics. Tables A4 and AS list
the most frequently occurring topics within the human- and
LLM-generated responses. We obtained a KL-divergence of
0.178 between the topic distributions of human- and LLM-
generated responses. This empirically validates that the two
datasets are meaningfully similar.

Methods
Myths on OUD: Training Data

For RQ1, we used the dataset curated by ElSherief et al.
(2024) to train our myth and counter-myth detection clas-
sifiers. It consists of social media posts (from Twitter,
YouTube, Reddit, and Drugs-Forum) annotated by public
health experts with binary labels for whether or not a post
(a) promotes and (b) counters the myth. Table 2 lists OUD
myths for which annotations are available. Our work focuses
on these five myths. Given our focus on Reddit, we limit the
training data to only contain Reddit posts. Table 2 presents
the number of Reddit posts that promote and counter the
myths within this ground truth data.

Why these myths? In ElSherief et al. (2024), three pub-
lic health experts — two clinicians and one doctoral-level
epidemiologist — used their domain expertise, performed a
systematic review of the 4 online platforms, and referred
to substance use literature (Heimer, Hawk, and Vermund
2019; Wakeman and Barnett 2018) to identify the five myths.
These myths are also recognized by health organizations
such as the Substance Abuse and Mental Health Services
Administration (SAMHSA), Johns Hopkins Medicine, and
Yale Medicine (Chen 2017; Johns Hopkins Medicine 2020;
SAMHSA 2023).

Myth and Counter-myth Classification

To identify human- and LLM-generated responses that (a)
promote and (b) counter the OUD-related myths listed in
Table 2, we built LLM-based classifiers using (a) few-
shot (Brown et al. 2020) and (b) few-shot with chain-of-
thought (Wei et al. 2022) prompting strategies. We used
a few-shot learning approach due to the limited availabil-
ity of high-quality ground truth annotations, e.g., only 7
samples in our ground truth dataset promote M5 (Table 2).
Few-shot prompts that condition LLMs on a few task-
specific examples have been shown to outperform super-
vised training paradigms, e.g., ROBERTa, particularly to de-
tect misinformation, stereotypes, and hate speech (Zhang
et al. 2023). Furthermore, a step-by-step chain-of-thought
reasoning with few-shot examples, indicating why a sam-
ple belongs to a class, facilitates LLM-based classifica-
tion (Madaan, Hermann, and Yazdanbakhsh 2023). We cre-
ated a separate prompt for the two tasks, i.e., to iden-
tify responses that (a) promote and (b) counter OUD-
related myths. Within the two tasks, we had a differ-
ent prompt (thereby, a different classifier) for each of the
five myths. The few-shot prompts contained five ground
truth examples (3 positive; 2 negative) from the training
data, which is the most common setting (Parnami and Lee
2022). In addition to the few-shot examples, the chain-
of-thought prompts contained step-by-step reasoning ex-
plaining why the examples promote or counter a myth.
We referred to prompt engineering guidelines for creat-
ing few-shot and chain-of-thought prompts (OpenAlI 2023b;
DAIR.AI 2023). Refer to Tables A6 and A7 for the prompts
used. Based on their widespread usage, we used two open-
source LLMs, LLaMa-2-13B (Touvron et al. 2023) and
Mistral-7B (Jiang et al. 2023), and the proprietary
LLM, gpt-3.5-turbo. For gpt-3.5-turbo, we used
a sampling temperature of 0 as the underlying task, i.e., clas-
sification, is more well-defined and coherent, not requiring
creative or diverse outputs (OpenAl 2023a). We did not in-
clude GPT-4 as a classifier because we used it to obtain
LLM-generated responses to OUD queries and wanted as lit-
tle overlap as possible across classification and generation.
Appendix Section “Rationale for Classifier Choices” further
expands on our rationale for the classifiers.

Framing of Myths and Counter-myths

Frames in a communicating text can not only inform the
public what to think about, but how to think about the un-
derlying issue (Entman 1993). Zhang et al. (2018) proposed



OUD-related myth | Np | No
M1: Agonist therapy or MAT is merely replacing one drug with another. 22 63
M2: People with OUD are not suffering from a disease treatable with medication but from a self-imposed condition maintained

10 6
through the lack of moral fiber.
M3: The ultimate goal of treatment for OUD is abstinence from any opioid use. 16 16
M4: Only patients with certain characteristics are vulnerable to addiction. 11 8
MS5: Physical dependence or tolerance is the same as addiction. 7 14

Table 2: OUD-related myths for which annotations are available.

Np (N¢) represents the number of Reddit posts promoting

(countering) the myth in the ground truth training data (ElSherief et al. 2024).

a domain-agnostic taxonomy of framing strategies used to
convey credible and misinformation in mass and social me-
dia. To answer RQ2, we use 4 of these — (1) assertive con-
fidence, expressions demonstrating trust and authority; (2)
alternate diverging views, reasoning other possible stand-
points; (3) external knowledge, exchange of expert know-
how; and (4) persuasive appeal, descriptions of lived experi-
ences (Table A8) — to study how responses that promote and
counter myths differ in framing. From the proposed taxon-
omy, we only considered strategies that are relevant to this
work’s context, i.e., Reddit — dropping irrelevant ones such
as presence of citations, advertisement, or clickbait titles.

We used the following computational tools to perform a
large-scale analysis of the 4 framing strategies:

1. Social dimension classifiers: Choi et al. (2020) pro-
vided 10 social dimension classifiers to model interac-
tions on online communities. The classifiers are fine-
tuned BERT (Devlin et al. 2019) models, trained on a
dataset of 7,855 Reddit posts. They generate a score in
[0, 1] to indicate how well an input text aligns with the
social dimension. Prior work has used these to study peer
support (Balsamo et al. 2023) and the role of conversa-
tions in meeting success (Zhou et al. 2021). Amongst the
10, we only used the relevant 4 to identify 3 of the fram-
ing strategies — (a) Trust, Power for assertive confidence,
(b) Conflict for alternate diverging views, and (c) Knowl-
edge for external knowledge. We selected these classi-
fiers by matching their descriptions to those of the strate-
gies (refer to Section “Description of Framing Strategies
and Computational Methods” in the Appendix).

2. StorySeeker: Antoniak et al. (2024) developed a fine-
tuned RoBERTa classifier to get persuasive storytelling
narratives in text. The classifier was trained on a binary
labeled dataset, indicating presence of a storytelling nar-
rative, of 502 texts taken from Reddit. We adopt this tool
to identify persuasive appeal framing strategy.

Validation of the Framing Tools: To validate the
4 social dimension classifiers, for Trust, Power, Con-
flict, and Knowledge, we considered texts within the
Reddit-QA-comments and the GPT-4-responses
datasets that received the highest (top 10) and the lowest
(bottom 10) alignment scores from the classifiers. For ex-
ample, to validate the classifier for Trust, we considered the
top 10 and the bottom 10 responses, spanning across the
Reddit-QA-comments and the GPT-4-responses
datasets, as scored by the Trust social dimension classifier.
The first two authors manually annotated these responses
to label whether they displayed high or low alignment to
the social dimensions. Both the authors have prior experi-

ence in social computing research. Before annotation, they
reached a common understanding of the 4 social dimen-
sions. In total, the authors annotated 20*4 responses — 20
each for the 4 dimensions. For inter-rater reliability, the au-
thors received a Cohen’s Kappa of 0.80, 0.70, 0.70, and 0.80
for Trust, Power, Conflict, and Knowledge respectively. Fol-
lowing this, the authors discussed their annotations to reach
100% consensus. We then compared the human-assigned la-
bels against those provided by the classifiers. The classifiers
achieved the following precision (pr), recall (re), and F1-
score (F1) metrics: (a) pr: 0.85, re: 0.88, F1: 0.85 for Trust,
(b) pr: 0.75, re: 0.77, F1: 0.74 for Power, (c) pr: 0.85, re:
0.88, F1: 0.85 for Conflict, and (d) pr: 0.75, re: 0.75, F1:
0.75 for Knowledge.

We similarly validated the StorySeeker tool. We
randomly sampled 20 responses spanning across the
Reddit-QA-comments and the GPT-4-responses
datasets. The first two authors annotated them to indicate
whether they contained a storytelling narrative or not. The
authors received a Cohen’s Kappa of 0.90. Following this,
they resolved conflicts to reach 100% consensus. On com-
paring the manual annotations against StorySeeker’s labels,
we got 0.85 precision, 0.85 recall, and 0.85 F1-score. This
analysis also helped us confirm that the classifiers were rel-
evant for the framing strategies.

Results
Evaluation of Classifiers

Per RQI1, we first evaluated the 3 LLM-based classifiers,
LLaMa-2-13B, Mistral-7B, and gpt-3.5-turbo,
on the task of identifying human- and LLM-generated re-
sponses that promote an OUD myth. As described earlier,
we explored two prompting techniques: (a) few-shot and (b)
few-shot with chain-of-thought and assessed the classifiers
on both. Given the limited availability of ground truth (re-
fer to Table 2), we manually annotated a random sample of
the Reddit-QA-comments and GPT-4-responses
datasets, against which we then validated our classifiers.

To validate the classifier for each myth, we randomly sam-
pled 50 responses each from the Reddit-QA-comments
and GPT-4-responses datasets and labeled them manu-
ally: ‘0’ to indicate that the response does not promote the
myth and ‘1’ to indicate it does. In total, we annotated 5
random samples, of 100 responses each, corresponding to
the 5 myths. The first two authors initially labeled 20 re-
sponses referring to the expert-annotated ground truth ex-
amples (described in Section “Myths on OUD: Training
Data”) and substance use literature (Heimer, Hawk, and Ver-
mund 2019). As an indicator of inter-rater reliability, the



Myth | LLaMa-2-13B | Mistral-7B | gpt-3.5-turbo || LLaMa-2-13B | Mistral-7B | gpt-3.5-turbo || McNemar’s
| Few-shot prompt I Few-shot with Chain-of-Thought prompt I

Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 X2 p
MI 0.68 [ 0.63 | 065 ] 0.72 ] 068 | 0.70 [ 0.84 | 0.79 [ 0.82 || 0.70 | 0.64 | 0.67 | 0.74 | 0.68 | 0.71 | 0.86 | 0.83 | 0.84 || 3.15 | *
M2 0.64 [ 0.61 | 063 | 0.68 | 0.66 | 0.67 [ 0.80 | 0.75 [ 0.77 || 0.69 | 0.61 | 0.65 [ 0.72 | 0.69 | 0.70 [ 0.82 | 0.76 | 0.79 || 5.09 | **
M3 0.68 [ 0.67 | 0.67 | 0.68 | 0.64 | 0.66 | 0.82 | 0.79 [ 0.80 || 0.71 | 0.69 | 0.70 [ 0.74 | 0.70 | 0.72 [ 0.84 | 0.80 | 0.82 || 2.41 | **
M4 0.69 [ 0.65 | 067 [ 0.72 [ 069 | 0.70 [ 0.82 | 0.79 [ 0.81 || 0.70 | 0.66 | 0.68 | 0.72 ] 0.70 | 0.71 | 0.85 | 0.81 | 0.83 || 439 | *
M5 0.63 [ 059 [ 061 [ 0.70 | 0.62 | 0.66 | 0.78 | 0.74 | 0.76 || 0.64 | 0.61 | 0.62 | 0.72 | 0.65 | 0.68 | 0.80 | 0.77 | 0.79 || 497 | **

Table 3: Evaluation of LLaMa-2-13B, Mistral-7B, and gpt—3.5-turbo as classifiers to identify whether a human- or
LLM-generated response promotes an OUD-related myth. Performance summarized for two prompting strategies: (a) few-shot
and (b) few-shot with chain-of-thought via 3 metrics: precision (Pr.), recall (Re.), and F1-score (F1). McNemar’s tests (p < 0.1:
*7p < 0.05: “F* p < 0.01: “***) were performed to compare gpt -3 .5-turbo’s performance for few-shot and few-shot

with chain-of-thought prompting strategies.

annotators received a Cohen’s Kappa of 0.83 (M1), 0.77
M2), 0.73 (M3), 0.77 (M4), and 0.71 (M5). After reach-
ing 100% agreement and consensus, the first author then
annotated the remaining 80 responses. As a demonstra-
tion of annotator credibility, both authors have prior expe-
rience in social computing, particularly working with Red-
dit data, and healthcare research. We then compared the
binary labels assigned by the LLM-based myth classifiers
against our hand-annotated ground truth labels. Table 3 sum-
marizes classification performance. LLaMa—2-13B consis-
tently achieved the lowest classification performance, i.e.,
the lowest F1-score. Few-shot with chain-of-thought prompt
led to a minor improvement in classification across all 3
classifiers. To identify responses promoting M1, Fl-score
for gpt-3.5-turbo increased by 2.44% (from 0.82 to
0.84) using the few-shot with chain-of-thought prompt. Fi-
nally, gpt-3.5-turbo, with a few-shot chain-of-thought
prompt, performed the best across all classifiers in identify-
ing all five myths. It achieved an F1-score as high as 0.84
to detect responses promoting M1. The gpt-3.5-turbo
classifier was the least competent in identifying M2 (people
with OUD are not suffering from a disease treatable with
medication) and M5 (physical dependence or tolerance is
the same as addiction) — 0.79 F1-score using the few-shot
with chain-of-thought prompt.

We adopted a similar methodology to evaluate LLM-
based classifiers for identifying responses that counter OUD
myths. The performance is summarized in Table Al0.
Again, gpt -3 . 5-turbo with a few-shot chain-of-thought
prompt performed the best. Refer to Section “Evaluation of
Counter-myth Classifiers” in the Appendix for more details.

We discuss some of the typical types of misclassification
(false positives or false negatives) in an error analysis given
in Appendix Section “Error Analysis of Classification”.

RQ1: Prevalence of Myths and Counter-myths

To study the prevalence of myths and counter-myths in
human- and LLM-generated responses (RQ1), we used
the best-performing classifier, gpt—3.5-turbo with a
few-shot chain-of-thought prompt, to classify responses
within the Reddit-QA-comments (human-generated)
and GPT-4-responses (LLM-generated) datasets.

Human-generated responses: Table 4 summarizes raw
statistics of human-generated responses that promote and
counter the 5 OUD-related myths as identified by the clas-
sifier. It can be observed that M4, i.e, only patients with

certain characteristics are vulnerable to addiction, is the
most prevalent myth within the Reddit-QA-comments
dataset (1592 or 2.27% of the responses promote this myth).
To make things worse, it is the least countered myth within
the human-generated responses. Only 891 or 1.27% of the
responses do so. The ratio between responses that promote
and counter M4 is greater than 1 (1.787), indicating that the
responses promoting M4 surpass those countering it. On the
other hand, M3 (the ultimate goal of treatment for OUD is
abstinence from any opioid use) is the least commonly oc-
curring myth within the human-generated responses — 154 or
0.22% of the responses promote this myth. It is also coun-
tered by a fair number of responses (1992); the ratio (0.077)
between the number of responses that promote and counter
M3 is close to 0. The most countered myth is M2, i.e., peo-
ple with OUD are not suffering from a disease treatable with
medication — 2118 or 3.02% of responses counter M2.

Consider the following exemplars, taken from the
Reddit-QA-comments dataset, that promote or counter
some of the OUD-related myths. The paraphrased ex-
cerpt below associates certain derogatory characteristics (“if
you’re weak”) with opioid use relapse (“you will fall back™),
thereby promoting M4. Contrastively, the comment follow-
ing it speaks against such negative attributions.

“You will fall back just by going to the clinic. If you’re weak
like me you will. There is dope everywhere.” (Promotes M4)

“[...] This is almost unheard of in Europe, Canada. They do
not see them as weak or jobless.” (Counters M4)

For M3, the below excerpt supports abstinence from opi-
oid use (“taper all the way off”, “quit everything”). On the
other hand, the following comment suggests alternate strate-
gies, hobbies or exercise, over abstinence to recover.

“Taper all the way off. Quit everything!” (Promotes M3)

“[...] It’s other things — hobbies or exercise. They support
in developing a healthier lifestyle. [...] Resolve to achieve
these rather than abstinence.” (Counters M3)

LLM-generated responses: Next, as identified by the
gpt-3.5-turbo classifier, M1 (agonist therapy or MAT
is merely replacing one drug with another) is promoted the
highest number of times within the GPT-4-responses
dataset — 182 or 0.26% of the LLM-generated responses pro-
mote M. It is also the second least countered myth within
our dataset; 2224 or 3.17% of the responses counter M.
Similar to the human-generated responses, M2 is the most
countered myth within GPT-4 generated responses — 11601



Myth | Human-generated responses

[ LLM-generated responses

| Count (P; C) | % (P; C) | Ratio (P/C) || Count(P; C) | % (P; C)

| Ratio (P/C)

M1 1011; 1108 1.44;1.58 | 0.912 182; 2224 0.26; 3.17 0.082
M2 870; 2118 1.24;3.02 | 0411 77; 11602 0.11; 16.54 | 0.007
M3 154; 1992 0.22;2.84 | 0.077 63; 3346 0.09; 4.77 0.019
M4 1592; 891 2.27;1.27 | 1.787 168; 1599 0.24; 2.28 0.105
M5 923; 1915 1.32;2.73 | 0.482 70; 5886 0.10; 8.39 0.012

Table 4: Raw statistics of human- (from Reddit-QA-comments) and LLM-generated (from GPT-4-responses) re-
sponses that promote (P) and counter (C) the OUD-related myths. Count and % represent the raw count and percentage of
responses respectively. Ratio indicates the ratio between the number of responses that promote and counter the myths.

or 16.54% of the responses counter M2. In addition, it is
promoted minimal number of times. Only 77 or 0.11% of
the LLM-generated responses promote M2. Consequently,
M2 is the least widespread — the ratio between the num-
ber of responses that promote and counter M2 is the low-
est (0.007). Again, identical to human-generated responses
M3 is the least commonly occurring myth here. Only 63 or
0.09% of the responses promote M3.

We provide some paraphrased excerpts below to show
how responses generated by GPT—-4 promote or counter the
OUD-related myths. The following response promotes M2
by equating opioid addiction to a self-imposed condition
(“not fully committed”). On the contrary, the response be-
low it supports the disease model of addiction (“‘addiction is
a disease, not a moral failing”) and recognizes that addic-
tion is an involved process, which extends beyond the lack
of willpower (“not about wanting to stop”).

“[...] using opioids indicates that you’re not fully committed
to recovery. Recovery isn’t about stopping the use, it’s about
changing your mindset.” (Promotes M2)

“It’s crucial to understand that addiction is a disease, not a
moral failing. [...] It’s not about wanting to stop, it’s about
needing help to stop.” (Counters M2)

Per M3, the following LLM-generated excerpt stresses on
abstaining from any substance use (“substance-free”), in-
cluding Suboxone, which is an FDA approved drug to treat
OUD. Conversely, the excerpt below highlights recovery
models such as therapy and the use of Methadone, which
is a medication-assisted treatment drug against OUD.

“Live substance-free. Get off Suboxone.” (Promotes M3)

“[...] Methadone [...]. It’s most effective when used as part
of a treatment plan that includes therapy.” (Counters M3)

Comparing across human- and LLM-generated responses,
it can be observed that myths are more widespread within
the Reddit-QA-comments dataset. Ratio of number of
responses that promote and counter the myths (refer to Ratio
(P/C) in Table 4) for LLM-generated responses is less than
that for human-generated responses across all myths (e.g.,
M1: 0.912 for human and 0.082 for LLM responses).

RQ2: Framing Strategies

For RQ2 (a), we explored how framing strategies (described
in Section “Framing of Myths and Counter-myths”) differed
across responses that promote and counter OUD-related
myths, as classified by the gpt -3 . 5-turbo classifier. Af-
ter identifying responses in the Reddit-QA-comments
and GPT-4-responses datasets that promote and

counter the myths, we studied (1) their alignment to the four
social dimensions (trust, power, conflict, and knowledge)
and (2) the presence of persuasive story-telling narratives to
understand the underlying framing strategies.

Looking at score distributions for how aligned the human-
(Figures 2a, 2b, and 2¢) and LLM-generated (Figures 2e, 2f,
and 2g) responses are to the social dimensions, it can be
observed that those promoting M1! contain more trustwor-
thy, authoritative, and diverging linguistic cues compared
to ones countering it — distribution of myth-promoting re-
sponses skews towards the right for trust, power, and con-
flict dimensions. This finding is echoed in the aggregates
presented in Tables 5 and 6. For example, the average align-
ment, to trust, power, and conflict dimensions, of human-
generated responses promoting M1 (mp) is greater than that
of those countering it (m¢) — (0.031 vs. 0.028) for trust,
(0.011 vs. 0.009) for power, and (0.467 vs. 0.313) for con-
flict (Table 5). This observation is also consistent across all
five myths. In summary, both human- and LLM-generated
responses had a higher tendency to contain the assertive con-
fidence (more trust, power) and the alternate diverging views
(more conflict) framing strategies when promoting myths.

As an example, the following paraphrased Reddit re-
sponse, which received high scores for trust (0.394) and
power (0.011) dimensions, uses assertive confidence while
promoting M1. It uses deterministic (“you’ll be addicted”)
and trust-provoking phrases (“trust me”) to imply that MAT,
in this case Methadone, replaces one drug with another.

“So you want to take Methadone? You’ll be addicted. Trust
me, stay away pal!” (Promotes M1: trust, power)

Similarly, the GPT-4 generated response below, which
scored high on the trust (0.341) and power (0.011) di-
mensions, uses an assertive tone (“you are still feeding”,
“this will lead to dependence”) to discourage the use of
Methadone, a medication-assisted treatment for OUD.

“You are still feeding your body opioids [Methadone]. [...]
will lead to dependence.” (Promotes M1: trust, power)

On the other hand, human- (Figure 2d) and LLM-
generated (Figure 2h) responses that countered M1 con-
tain more knowledge-based framings in comparison to those
that promoted it. Per Tables 5 and 6, average alignment to
knowledge is higher for responses countering M1 (0.140 vs.
0.376 for human- and 0.306 vs. 0.564 for LLM-generated
responses). Again, this finding is consistent across all five

'"Due to space constraints we only included plots for M1, the
most widely studied myth in literature. Others present in Appendix
(refer to Figures A1, A2, A3, and A4).
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Figure 2: Density plot distributions for scores indicating the alignment of (a-d) human- and (e-h) LLM-generated responses,
promoting or countering M1, to the four social dimensions: trust, power, conflict, and knowledge. (All) Dotted lines represent
the average alignment score of the responses to the social dimensions.

Myth | Trust I Power I Conflict I Knowledge

|mp |mc |p |d |mp [mc |p [d |mp [mec [p [d |Imp [mc [p |d
M1 0.031 | 0.028 | *** | 0.254 || 0.011 | 0.009 | *** | 0.316 || 0.467 | 0.313 | *** | 0.516 | 0.140 | 0.376 | *** | 0.668
M2 0.033 | 0.026 | *** | 0.327 || 0.015 | 0.010 | ** 0.358 || 0.737 | 0.372 | *** | 0.973 || 0.102 | 0.247 | ** 0.571
M3 0.031 | 0.027 | ** 0.262 || 0.021 | 0.011 | * 0.342 || 0.521 | 0.356 | * 0.539 || 0.145 | 0.310 | ** 0.798
M4 0.033 | 0.029 | * 0.201 |[ 0.011 | 0.010 | *** | 0.257 || 0.620 | 0.401 | *** | 0.552 || 0.199 | 0.442 | *** | 0.634
M5 0.027 | 0.018 | * 0.142 || 0.011 | 0.011 | * 0.167 || 0.353 | 0.352 | * 0.213 || 0.143 | 0.422 | *** | 0.782

Table 5: Statistical analysis of score distributions indicating the alignment of responses within the Reddit-QA-comments
dataset, to the four social dimensions, that promote (P) and counter (C) a myth. mp (m¢) represents the average alignment
score of responses that promote (counter) the myth. Mann-Whitney U-tests were performed to compare the score distributions
for responses that promote and counter the myths (p < 0.1: “*’, p < 0.05: “**’, p < 0.01: “***’). d represents |Cohen’s d| or
the effect size measurement between the two distributions.

Myth | Trust [ Power I Conflict [ Knowledge
|mp _|mc |p [d [[mp |mc [p [d [[mp |mc |p |d |Imp [mc |p |d

M1 0.030 | 0.028 | * 0.293 || 0.011 | 0.010 | * 0.727 || 0.086 | 0.023 | ** | 0.492 || 0.306 | 0.564 | ** 0.695
M2 0.033 | 0.028 | ** | 0.291 || 0.011 | 0.010 | * 0.422 || 0.040 | 0.026 | * 0.382 |[ 0.106 | 0.379 | ** 0.611
M3 0.036 | 0.024 | ** [ 0.288 |[ 0.021 | 0.009 | ** 0.501 || 0.071 | 0.029 | ** [ 0.417 || 0.217 | 0.501 | *** | 0.718
M4 0.038 | 0.026 | * 0.262 || 0.025 | 0.010 | *** | 0.897 || 0.043 | 0.018 | * 0.331 |[ 0.427 | 0.759 | *** | 0.930
M5 0.029 | 0.025 | * 0.182 |[ 0.010 | 0.010 | ** 0.584 || 0.027 | 0.016 | * 0.286 || 0.567 | 0.678 | ** 0.484

Table 6: Statistical analysis of score distributions indicating alignment of responses within the GPT-4-responses dataset,
to the 4 social dimensions, that promote (P) and counter (C') a myth. Refer to Table 5 caption for descriptions of p and d.

myths. Therefore, both human- and LLM-generated re- “You’ve been through a lot! I think the best thing for you is
sponses used the external knowledge framing strategy more to get on MAT. There is a website: [website] where you can
frequently while countering a myth. know about and get Suboxone.” (Counters M1: knowledge)

Consider the following paraphrased Reddit exemplar, On Slmﬁ!aﬁ lines, lm {he fgllov&gn%{ LLll\/Iagenglrated re-
which had a strong alignment to the knowledge dimension sponse, which strongly aligned to the know’ecge dimension
(0.888). The poster advocates for MAT (“the best thing for (0.'892)’ GPT-4 refe{‘s to services and help 1.1 nfs to assist
you is to get on MAT”) and refers to an online resource to with MAT treatment (“nearest methadone clinic™).
promote awareness on Suboxone. “You can contact the Oklahoma Department of Mental



Myth | Human-generated | LLM-generated
[ wr| wcl 2] pl%r] %C] x| s

M1 | 830]12.66 2093 | *| 430| 842 |12.11| *
M2 | 8.06|16.89 | 27.56 | ** || 544 | 6.84 | 21.26 | **
M3 | 9.09 [12.77 [ 29.43 | ** || 8.75 | 11.90 | 19.32 | *
M4[29.96 | 7.87[43.13 | ** || 7.11| 7.39|22.53 | **
M5| 488| 7.69 1984 | *|4.10] 6.89|22.93 | **

Table 7: Percentage of human- and LLM-generated re-
sponses, which promote (% P) or counter (% C) a myth,
containing a persuasive storytelling narrative. y? tests were
performed (p < 0.1: “*’, p < 0.05: “**, p < 0.01: “F**7),

Health and Substance Abuse Services. They have a helpline
[helpline number]. They can guide you to the nearest
methadone clinic.” (Counters M1: knowledge)

Effect size measurement revealed meaningful differences,
ranging from small to large effect, in score distributions of
responses that promoted and countered the myths against all
4 social dimensions (refer to [Cohen’s d| statistic in Tables 5
and 6). Differences were also statistically significant under
Mann-Whitney U-tests (refer to p in Tables 5 and 6).

Lastly, to understand prevalence of the persuasive ap-
peal framing strategy, we used StorySeeker to identify re-
sponses that contained a persuasive storytelling narrative.
Table 7 summarizes this analysis. In general, a higher per-
centage of responses countering the myths contained a sto-
rytelling narrative in comparison to those promoting them.
Thus, counter-myth responses tend to use a persuasive ap-
peal framing strategy more frequently than myth responses
in our human- and LLM-generated datasets. x? tests re-
vealed significant differences between the distributions of
persuasive storytelling narratives within responses that pro-
mote and counter the myths, across both human- and LLM-
generated responses (refer to y? statistic in Table 7).

In the following paraphrased Reddit response, which
counters M1, the author narrates their lived experience in
a compelling manner (“helped me save my life”) to recom-
mend MAT as a treatment.

“Methadone helped me save my life. [...] Looking back
I wish I would have gotten on methadone sooner but the
stigma kept me away. [...]” (Counters M1: storytelling)

Next, consider the GPT—-4 generated response below. It
uses a convincing framing to counter M4 (“addiction doesn’t

discriminate”, “can affect anyone”) by highlighting prior in-
volvement with the issue (“being involved”).

“Take it from me, after being involved in discussions on
opioid use disorder, addiction doesn’t discriminate and it
can affect anyone.” (Counters M4: storytelling)

Only for M4, human-generated responses promoting the
myth contained the persuasive appeal framing strategy more
often. This usually happened when Reddit users described
their interactions with people with OUD. As an example, the
author of the response below promotes M4 while recounting
their experience with a co-worker — associating derogatory
characteristics to their opioid use (“‘good liars”).

“[...] addicts sure learn quickly to be good lairs! My co-

worker in recovery calls in sick every other day. I know they
are lying [...]” (Promotes M4.: storytelling)

For RQ2 (b), we analyzed how framing strategies differed
across human- and LLM-generated responses. Here we only
discuss strategies for which differences were significant.

Alternate diverging views strategy. Consider the average
alignment of human- and LLM-generated responses, pro-
moting (Figure 3a) and countering (Figure 3b) the myths, to
the conflict dimension. Human-generated responses have a
higher alignment to conflict compared to those generated by
GPT-4, in turn having a higher tendency to use the alternate
diverging views framing strategy. Mann-Whitney U-tests re-
vealed significant differences between score distributions of
human- and LLM-generated responses.

In the paraphrased Reddit excerpt below, which received
a high score for conflict (0.891), the author reasons for com-
plete abstinence (““get off completely”), therefore promoting
M3, by strongly expressing a diverging viewpoint (“I can’t
stand someone like that”). Contrastively, though the GPT—-4
response also promotes M3 by advocating for a life free of
opioids (including Methadone), it does so using compara-
tively lesser disagreement (scored 0.174 against conflict).

“Old justification. Methadone users are like, well at least |
am not using heroin. I can’t stand someone like that. Get off
completely!” (paraphrased Reddit response: conflict)

“[...] aim to get off opioids, including Methadone, com-
pletely.” (GPT-4 response: conflict)

Healthy usage of the alternate diverging views framing
strategy could potentially help counter OUD-related myths.
For example, the following paraphrased Reddit response,
which scored 0.991 against the conflict dimension, chal-
lenges the existing stigma and false claims around MAT via
tense framings (“anyone who disagrees feel free to argue™)
to counter M1 and M3. The GPT—-4 generated response also
counters M1 and M3, without explicitly questioning inter-
vention stigma around MAT (scored 0.204 against conflict).

“Don’t just stop using, do methadone maintenance. Step
away from the false claims, anyone who disagrees with this
feel free to argue so perhaps I can educate your hard head!”
(paraphrased Reddit response: conflict)

“[...] Methadone can help reduce cravings and the desire to
use opioids.” (GPT-4 response: conflict)

External knowledge strategy. Next, we looked at the av-
erage alignment of human and LLM responses, promoting
(Figure 3c) and countering (Figure 3d) the five myths, to
the knowledge social dimension. It can be observed that
human-generated responses have a lesser alignment com-
pared to LLM responses. Therefore, LLM responses had
a higher proclivity to use the external knowledge framing
strategy. Again, Mann-Whitney U-tests revealed significant
differences across human and LLM responses.

Consider the following GPT-4 generated response that
received a high score (0.715) against the knowledge dimen-
sion. It promotes M1, discouraging the use of MAT (that
are also opioids) for OUD treatment, by referring to exter-
nal sources of knowledge (“evidence”). Such insight-heavy
myth-promoting responses could be detrimental to harm re-
duction and OUD treatment. On the other hand, the para-
phrased Reddit response (scored 0.421 against knowledge)
below though uses technical know-how (“works in your
brain like other opioids”) to promote M1, the resource or
reference is not as explicit as that of GPT—-4.
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“There is evidence that detoxing from one opioid with an-
other can be a risky strategy. [describes a case study]” (GPT-
4 response: knowledge)

“Methadone is not a miracle, it works in your brain like
other opioids and is highly addictive. [...]” (paraphrased
Reddit response: knowledge)

Discussion
Recommendations to Reduce Online OUD Harm

Online myths and misinformation on OUD can lead to
grave consequences, including alienation from 12-Step re-
covery programs and overdose deaths (Heimer, Hawk, and
Vermund 2019). To this end, our work contributes few-
shot LLLM-based classifiers to identify the prevalence of
5 OUD-related myths within human- (taken from Red-
dit) and LLM- (via GPT-4) generated responses. Our ex-
perimentation revealed that the best performing classifier,
gpt-3.5-turbo, achieved reasonable performance (Ta-
ble 3). Therefore, as also supported by prior work (Ziems
et al. 2024), there is promise in using few-shot LLM-based
classifiers to detect OUD myths, as they can reduce the
reliance on difficult-to-curate large OUD misinformation
datasets. Notwithstanding some expected misclassifications,
a cautious automatic approach like ours could help identify
online OUD myths on a large scale and inform public health
responses toward harm reduction. In addition, the classi-
fiers could potentially act as a mitigation tool against harm-
ful OUD practices promoted online by detecting the myths.
For instance, they could be integrated into communities on
Reddit, for machine-assisted content moderation, with hu-
man supervision, facilitating harm reduction. Importantly,
our few-shot learning approach, requiring limited training
data, offers promise to be easily and inexpensively adaptable
to practical public health use scenarios, where prevention
measures necessitate the quick discovery of novel health
misinformation.

Specific to RQ1, human responses promoted all 5 myths
much more than the LLM responses. Similar to prior work
on re-writing (Sharma et al. 2021), before a comment is pub-
lished on Reddit, an automated re-authoring feature could
provide editing suggestions in case the to-be-published com-
ment attempts to promote OUD-related myths (potentially
identified by our classifiers). Moreover, RQ1 revealed a
good proportion of Reddit responses countering the myths;
except for M4, percentage of responses countering was more
than those promoting the myths. Therefore, platforms could

invest in affordances to increase the visibility of responses
countering OUD-related myths. For example, an automated
system could provide nudges to the readers to prioritize re-
sponses that either counter or do not promote OUD myths
(again, potentially identified by our classifiers). Responses
generated by GPT-4 consistently promoted the explored
myths less frequently (Table 4). As a result, they could be
integrated into online communities to generate credible re-
sponses with moderator verification, supplementing exist-
ing human-generated responses for queries on OUD. Never-
theless, LLM-generated responses did promote OUD myths
to some extent. Targeted expert evaluation, by fact-checking
LLM-generated responses, could be performed to counter
OUD misinformation. For instance, substance use experts
could harness guidelines (SAMHSA 2024) adopted by pub-
lic health organizations, such as the SAMHSA, to review
myths within LLM responses. Insights from such a detailed
expert review could then be used to fine-tune safe LLMs for
OUD. These public health guidelines could be adapted pe-
riodically as LLM capabilities change rapidly, and as new
threats of OUD misinformation emerge in Al-generated con-
tent.

Next, in RQ2 (a), we found that the 5 myths and
counter-myths are framed differently. Both human- and
LLM-generated responses promoting OUD myths employed
significantly more trustworthy, authoritative, and assertive
framings than those countering them. It is known that many
people place a great deal of unwarranted trust in Al sys-
tems (Rainie et al. 2022); hence, such framings could poten-
tially mislead individuals recovering from OUD into adopt-
ing harmful beliefs, while also misleading human content
moderators not to flag relevant misinformation in recovery
communities. These findings highlight the need for ongo-
ing and persistent efforts to mitigate online OUD misinfor-
mation, which can also consider the underlying linguistic
framings while detecting misinformation.

Lastly, per RQ2 (b) we observed that the LLM-generated
responses were more agreeable: they utilized the alter-
nate diverging views strategy significantly less than the
human-generated responses, resulting in content overbear-
ing with external knowledge strategies. Contrarily, our find-
ings showed that the same framing strategy could help
counter OUD myths. We suggest that LL.Ms could be trained
to adopt more disagreeable framings to counter OUD
myths or correct misperceptions. This suggestion forms a
parallel with existing work that enlists benefits of Al step-
ping away from the sycophantic paradigm into the antago-



nistic space (Cai, Arawjo, and Glassman 2024).

Limitations and Future Work

We note some limitations which provide excellent directions
for future research. First, though we explored 5 myths on
OUD treatment and patient characteristics, there can poten-
tially be others within Reddit and LLM responses. Schol-
ars could adopt our few-shot classification pipeline to ex-
plore other potential online myths on OUD. We considered
high-scoring posts and corresponding responses to account
for Reddit’s platform affordance — users are more likely to
see highly upvoted posts/comments. In the future, scholars
should explore content that may receive varying levels of
engagement, from varying demographics, especially when
studying platforms that are designed differently than Red-
dit. For some of the myths, there was limited linguistic vari-
ation in the ground truth data used as few-shot examples.
For example, for M5, the 7 ground truth examples promot-
ing the myth were linguistically similar to the original state-
ment. We hypothesize this and the myth’s intricate nature to
be possible reasons for a lower classification performance
when detecting M5, compared to others (Table 3). Future
researchers could collaborate with substance use experts to
gather a few varied examples. Though carefully curated, our
findings could be biased based on the prompt used to gen-
erate the LLM response or the subreddits covered within
the Reddit—-QA dataset. Lastly, though the few-shot clas-
sifiers performed reasonably, we should acknowledge their
misclassifications. Since LLMs are domain knowledge de-
ficient, careful considerations, e.g., collaborations with do-
main experts, are needed before adopting them for critical
issues.

Conclusion

We sought to understand the prevalence of OUD myths
and counter-myths within human- and LLM-generated
responses. Using LLM-based few-shot learners, with
gpt-3.5-turbo achieving the best classification per-
formance, we observed that the explored 5 OUD myths
were more widespread in the human responses. Next, myth-
promoting responses contained trustworthy, assertive, and
diverging framings. Those countering the myths referenced
external knowledge. Lastly, LLM responses were more
agreeable and knowledge-imparting compared to human-
generated responses. We offer recommendations to reduce
online OUD harm such as machine-assisted content moder-
ation and automated re-authoring. All code is available at
https://github.com/anonymous-user-25/0UD-myths.
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Appendix

You are a Reddit user. You actively browse through differ-
ent subreddits, which are online communities on Reddit, to
gather health-related information. While browsing through
these communities, you also frequently answer posts shar-
ing opinions or information on opioid use disorder. Write a
comment, which could be posted on the subreddit [subred-
dit name], answering the following question taken from the
same subreddit. For context, the [subreddit name] subreddit
is described as [subreddit description].

Question: [post from Reddit-QA-posts]

Table Al: Prompt to generate LLLM responses to queries on
OUD using GPT-4.

Prompt to get LLM-generated Responses

Table A1 details the hand-crafted prompt used in this work
to get LLM-generated responses to queries on OUD via
GPT-4.

Prompt Exploration

We explored multiple prompts, with varied rationales, to
gather LLM-generated responses. Table A2 lists these
prompts. For the purpose of demonstration, we present
GPT-4 generated responses to the following paraphrased
Reddit post: “Once I am clean, how should I go about telling
people about my past addiction to heroin?”

By providing the question as is, GPT—4 generated a bul-
leted list, which is unlikely to be posted as a comment on
Reddit. We referred to prompt engineering guidelines (Ope-
nAl 2023b) that recommend to include (a) simple task-
specific instructions, (b) context, (c) question of interest,
and (d) output format. Following this, we crafted the sec-
ond prompt, assigning GPT—-4 the persona of a social media
user, and elaborating on the task. The generalized role as-
signment resulted in comments suitable for Twitter — short
responses with hashtags. We then explicitly assigned it the
role of a Reddit user and highlighted that the generated com-
ment could be posted on a subreddit. This did result in re-
sponses suitable for Reddit, however, the comments were
not personalized, candid, or actionable — characteristics of
content on Reddit (Chancellor et al. 2019). Therefore, in our
final prompt, we provided the subreddit’s name and descrip-
tion for additional context. The prompt resulted in responses
containing first-person language, personalized support, and
community engagement — semantically similar to comments
within the Reddit-QA-comments dataset.

Examples within the Dataset

Table A3 lists a few paraphrased queries, i.e., Red-
dit posts containing an OUD-related query within the
Reddit-QA-posts dataset. The queries (or posts)
cover a variety of topics ranging from drug use to
disclosure. We also provide the corresponding human-,
i.e., the top-most voted comment received by the post
(Reddit-QA-comments dataset) and LLM-generated re-
sponse (obtained as described in Section “LLM-generated

Responses to OUD queries”). The human- and LLM-
generated responses are semantically similar in the con-
text of OUD. For example, for the first exemplar query,
both the responses elaborate on potential excuses the Red-
dit user could provide to their supervisor (“suffering from
short term insomnia” vs. “choose something commonly as-
sociated with causing stomach issues”). Interestingly, the
third query had contextually different human and LLM re-
sponses — response from Reddit explicitly described experi-
ence with heroin, while the one generated by GPT—4 inter-
preted and answered the question through a self-reflection
lens. Nonetheless, across all the three queries, human-
and LLM-generated responses used similar linguistics (e.g.,
first-person language), and offered support, and guidance.

Prompts for Myth and Counter-myth Classification

Tables A6 and A7 list few-shot and few-shot with chain-of-
thought prompts, respectively, to classify whether or not a
human- and LLM-generated response promotes M1, i.e., ag-
onist therapy or medication assisted treatment for opioid use
disorder is merely replacing one drug with another. A sim-
ilar template was used for the other 4 myths by making ap-
propriate changes. We also used a similar few-shot and few-
shot with chain-of-thought prompt to classify whether or not
a human- and LLM-generated response counters a myth.
The task was changed accordingly to “determine whether
the following response counters or challenges the myth.” We
referred to prior work and prompt engineering guidelines for
creating these prompts (Jin et al. 2023; Antoniak et al. 2024;
OpenAl 2023b; DAIR.AI 2023).

Rationale for Classifier Choices

Here, we elaborate on the rationale behind the choices we
made to build the LLM-based classifiers (described in Sec-
tion “Myth and Counter-myth Classification” in the main pa-
per). We did not include a zero-shot prompting strategy, to
guide classification, given the nuanced and intricate nature
of our task. This choice is in line with prior work (Zhang
et al. 2023), which found that few-shot learning outper-
formed the zero-shot setting for misinformation, toxic,
and hate speech detection. As for our selection of LLMs,
we wanted to include both open-source and proprietary
LLMs, hence the choice of LLaMa—-2-13B (open-source),
Mistral-7B (open-source), and gpt—3.5-turbo (pro-
prietary). These LLMs are also widely used and adopted in
LLM benchmarking (OpenAl et al. 2024).

Description of Framing Strategies and
Computational Methods

As described in Section “Framing of Myths and Counter-
myths” in the main paper, we used 4 social dimension clas-
sifiers (Trust, Power, Conflict, and Knowledge) and Story-
Seeker to identify the framing strategies. We carefully con-
sidered descriptions of the 4 strategies to select relevant
computational methods:

» Assertive confidence: Expressions demonstrating cer-
tainty, trust, and authority (Table A8). The Trust and
Power classifiers are relevant proxies as they capture
trustworthy and authoritative linguistic cues (Table A9).

* Alternate diverging views: Reasoning other views (Ta-
ble A8). The Conflict classifier captures this well as it is
trained to identify contrasting viewpoints (Table A9).



Prompt

LLM-generated response

Please answer the following question. Question: [post from
Reddit—-QA-posts]

Telling people about your past addiction is a personal choice.
[...] Here are a few things to consider:

¢ Assess Your Readiness: [...]
* Choose the Right Time and Place: [...]

You are a social media user. You actively browse through
online platforms to gather health-related information. While
browsing, you also frequently answer posts sharing opinions or
information on opioid use disorder. Write a comment, which
could be posted on a social media platform, answering the fol-
lowing question. Question: [post from Reddit—-QA-posts]

Major kudos for taking the brave step towards recovery!
Opening up is a personal choice, and the manner of shar-
ing should align with your comfort level. #RecoveryJourney
#BreakingStigmas

You are a Reddit user. You actively browse through different
subreddits, which are online communities on Reddit to gather
health-related information. While browsing through these com-
munities, you also frequently answer posts sharing opinions or
information on opioid use disorder. Write a comment, which
could be posted on a subreddit, answering the following ques-
tion. Question: [post from Reddit—-QA-posts]

[...] You could start by joining local support groups. You are not
defined by your past. All the best for your journey!

You are a Reddit user. You actively browse through different
subreddits, which are online communities on Reddit, to gather
health-related information. While browsing through these com-
munities, you also frequently answer posts sharing opinions or
information on opioid use disorder. Write a comment, which
could be posted on the subreddit [subreddit name], answering
the following question taken from the same subreddit. For con-
text, the [subreddit name] subreddit is described as [subreddit
description]. Question: [post from Reddit-QA-posts]

[...] Consider starting with those closest to you, like your friends
whom you trust the most. Proceed at a pace that feels comfort-
able for you. Like me, you may emphasize the positive aspects
of your recovery and the strength it took to overcome such a
challenging time. [...] You never know who might be silently
struggling, and your experience could inspire someone here.

Table A2: Different prompts explored to get the GPT—4 generated response

Query

| Human-generated response

LLM-generated response

I started falling asleep at work today and
got sent home. I know I am going to have
to talk to my supervisor tomorrow. [...]
I am thinking I am going to say I got
food poisoning. Can anyone please help
me think of a common food that could
have been left out for too long? (para-
phrased from r/Opiates)

Just tell your supervisor that you have
been suffering from some short term in-
somnia and were running on almost no
sleep. [...] God, us addicts sure learn
quickly to be good lairs! (paraphrased
from r/Opiates)

It sounds like you’re in a difficult sit-
uation, and need to come up with an
explanation. [...] It might be helpful to
choose something that’s commonly asso-
ciated with causing stomach issues when
left out, like potato salad or chicken.

Once I am clean, how should I go about
telling people about my past addiction to
heroin? (paraphrased from r/OpiatesRe-

covery)

I tell people about my past addictions
when I feel comfortable. [...] If they think
less of me for addictions, they don’t need
to be my friends. I don’t drop all my
secrets until I'm ready, but being vague
works for me most of the time. I'm not
ashamed of who I am, and I won’t let any-
one put shame on me. (paraphrased from
r/OpiatesRecovery)

[...] Consider starting with those closest to
you, like your friends whom you trust the
most. Proceed at a pace that feels comfort-
able for you. Like me, you may empha-
size the positive aspects of your recovery
and the strength it took to overcome such
a challenging time.

What got you to try heroin for the first time
and what keeps you to continue using it?
(paraphrased from r/Heroin)

When I first tried heroin I instantly fell in
love with it. [...] I continue to use it today
because I’ve had numerous other surgeries
and suffer from severe chronic pain. I use
it nowadays for therapeutic needs. (para-
phrased from r/Heroin)

Reflecting on reasons behind trying heroin
and continuing its use is a step toward self-
awareness. [...] While this subreddit may
offer a space for discussions, I use it to ex-
plore resources that can support in making
healthier choices.

Table A3: Exemplars from Reddit-QA and GPT-4-responses datasets. Query: paraphrased post, taken from
Reddit-QA-posts, containing an OUD-related query; Human-generated response: paraphrased top-most voted comment,
taken from Reddit—-QA-comment s, received by the query post; LLM-generated response: GPT—4 generated response to the
query post.



Topic

Representative keywords

Treatment | recovery, counselor, sober, clinic, patient
MAT suboxone, methadone, dose, subs, 8§ mg, bup

Opioids fentanyl, heroin, kratom, oxy, oxycodone
Health depression, sick, cold, pain, weight, insomnia
Services na, aa, centers, laws, help, pharmacy, urgent

Table A4: The most representative topics within human-
generated.

Topic | Representative keywords
MAT buprenorphine, suboxone, recovery, methadone
Recovery | support, journey, sober, safe, struggling

Services online, organizations, policies, professional
Health diarrhea, metabolism, sleep, antidepressant
Opioids hydrocodone, heroin, fentanyl, overdose

Table AS5: The most representative topics within LLM-
generated responses.

» External knowledge: Exchange of expert know-how (Ta-
ble A8). The Knowledge classifier is relevant for this
strategy as it is trained to identify exchange of ideas, in-
formation, or insights (Table A9).

» Persuasive appeal: Narratives of lived experiences (Ta-
ble A8). StorySeeker (Antoniak et al. 2024) fits well here
as it can recognizes texts containing personalized story-
telling narratives.

Evaluation of Counter-myth Classifiers

Table A10 provides an overview of how the 3 LLM-
based classifiers — LLaMa-2-13B, Mistral-7B, and
gpt—-3.5-turbo — performed on the task of identifying
responses that countered the 5 OUD-related myths. Similar
to evaluating the myth classifiers (refer to Section “Evalu-
ation of Classifiers” in the main paper), we randomly sam-
pled 50 responses each from the Reddit-QA-comments
and GPT-4-responses datasets, and manually labeled
them: ‘0’ to indicate that the response does not counter
the myth and ‘1° to indicate it does?. The first two authors
initially annotated 20 responses and reached 100% agree-
ment. Per inter-rater reliability, the annotators received a
Cohen’s Kappa score of 0.84 (M1), 0.74 (M2), 0.76 (M3),
0.70 M4), and 0.73 (M5). Following this, the first author
labeled the remaining 80. Annotations were informed by
expert-annotated examples described in Section “Myths on
OUD: Training Data” and substance use literature (Heimer,
Hawk, and Vermund 2019). Finally, we compared bi-
nary labels assigned by the LLM-based classifiers against
our ground truth hand-annotations. The LLaMa-2-13B
counter-myth classifier achieved the lowest classification
performance (the lowest Fl-score) across all 5 myths and
both the prompting strategies (Table A10). For example,
while identifying responses countering M4 (only patients
with certain characteristics are vulnerable to addiction) via
the few-shot prompt, LLaMa—-2-13B got an Fl-score of

*This was repeated for all 5 myths.

0.63, compared to 0.68 for Mistral-7B and 0.84 for
gpt—3.5-turbo. Again, similar to myth classification,
few-shot with chain-of-thought prompt improved classifica-
tion performance over few-shot prompt. gpt-3.5-turbo
increased Fl-score by 2.38% (from 0.84 to 0.86), while
identifying responses that countered M4, using a few-shot
with chain-of-thought prompt. gpt-3.5-turbo with a
few-shot chain-of-thought prompt achieved the best counter-
myth classification performance across all classifiers and
myths. It was the most competent in identifying responses
that countered M1 (F1-score: 0.88) and the least competent
in M5 (Fl1-score: 0.78).

Error Analysis of Classification

We did an error analysis to see where the best-performing
classifier, gpt—-3.5-turbo with a few-shot chain-of-
thought prompt, erred. For this, we sampled responses from
the hand-annotated validation datasets that were flagged as
false negatives and false positives.

Domain-specific abbreviations. Consider the following
false negative of the gpt-3.5-turbo classifier when
identifying responses that promote M3 (the ultimate goal of
treatment for OUD is abstinence from any opioid use).

“Get off maintenance drugs and CT. Go into sober living,
you’ll be free of opioids.” (paraphrased Reddit response)

This paraphrased Reddit comment makes the use of an
abbreviation, “CT”, which stands for “Cold Turkey”. Cold
turkey® is a quick-fix method to quitting drugs in which
rather than gradually tapering off the substance, one stops
taking it immediately. As a result, by referring to “CT”, the
author advocates for complete abstinence from any opioid
use to treat OUD, thereby promoting M3. This suggests that
the LLM-based classifier is not well-versed in OUD-specific
slangs and layman terminology.

Incorrectly capturing explicit references. The GPT-4
generated excerpt below was flagged as a false positive
when identifying responses that promote M5 (physical de-
pendence or tolerance is the same as addiction).

“[...] addiction can cause dependence, where the desire to
use becomes a neurological compulsion.” (GPT-4 response)

Due to an explicit reference to “dependence”, it incor-
rectly labeled the above excerpt to promote M5. A “phys-
ically dependent [patient] is capable of managing impulses
and has control over their use” (Donofrio 2023). There-
fore, “dependence” is not referring to physical dependence
but psychological dependence experienced by people with
OUD: part of the brain that guides self-control is directly im-
peded (“desire to use becomes a neurological compulsion).

Framing of experiences. The paraphrased Reddit re-
sponse below was flagged as a false positive by the classifier
while identifying responses that counter M1 (agonist ther-
apy or MAT is merely replacing one drug with another).

“[...] the way Methadone works, the body becomes depen-
dent on it. People end up staying on Methadone forever, and
that’s okay!” (paraphrased Reddit response)

3https://www.healthline.com/health/opioid- withdrawal/
quitting-cold-turkey



Few-shot prompt

You are an expert in social media analysis and opioid use disorder. First, please analyze the following examples where we
indicate if a response actively promotes or restates a myth on opioid use disorder.

The myth is: Agonist therapy or medication assisted treatment for opioid use disorder is merely replacing one drug with another.

Examples:

Following are five examples, one on each line. Each example contains the response and a binary YES or NO answer indicating
whether the response contains the myth or not.

Response 1: [POSITIVE INSTANCE TEXT]; Answer: YES

Response 2: [POSITIVE INSTANCE TEXT]; Answer: YES

Response 3: [POSITIVE INSTANCE TEXT]; Answer: YES

Response 4: [NEGATIVE INSTANCE TEXT]; Answer: NO

Response 5: [NEGATIVE INSTANCE TEXT]; Answer: NO

Task: Given what you learned from the examples, your task is to determine whether the following response actively promotes
the myth: Agonist therapy or medication assisted treatment for opioid use disorder is merely replacing one drug with another.
Answer with a binary YES or NO. Answer NO if the response’s author only talks about their personal experience with opioid

use disorder or an issue other that the provided myth.
Do not restate the response and only provide one answer.

Response: [TEST INSTANCE TEXT]
Answer:

Table A6: Few-shot prompt to determine whether or not human- and LLM-generated responses promote OUD myths.

The response actually promotes the mythical narrative
that MAT, Methadone, replaces one drug with another (“the
body becomes dependent on it”, “end up staying on it for-
ever”’). However, the author’s positive sentiment associated
with Methadone use (“that’s okay”) potentially caused the

classifier to label the response as one that counters M1.

RAG-based Classification

In addition to few-shot learning, we explored a retrieval
augmented generation (RAG) based approach (Lewis et al.
2020) for classification. We first created a knowledge base
consisting of relevant external sources of information. For
our task, we gathered fact sheets, guidelines, and person-
nel training resources on opioid use disorder. These are pub-
lished by credible authorities such as World Health Organi-
zation (WHO), Centers for Disease Control and Prevention
(CDC), and SAMHSA. In total, we collected 40 such re-
sources — e.g., fact sheet from WHO (WHO 2023), clinician
training guide from the U.S. Department of Health and Ser-
vices (Agency for Healthcare Research and Quality n.d.),
and fact sheet from Yale Medicine (Yale Medicine n.d.).
We then parsed all the sources and divided the documents
into sentences. Following this, we used BERT (Devlin et al.
2019) to convert the sentences into meaningful embeddings
for knowledge retrieval.

Counter-myth classification: We used a negation of the
myth statements (Table 2) as queries for knowledge re-
trieval. For example, for M1, we used “Agonist therapy
or MAT for opioid use disorder does not merely replace
one drug with another” as the query. The query statements
were also embedded using BERT. We then retrieved sen-
tences from the knowledge base that got a high cosine sim-
ilarity score (> 0.8) to the query embedding. These re-
trieved sentences were then fed as additional context to
the gpt-3.5-turbo model for classifying whether the
human- and LLM-generated responses countered a myth.

Myth classification: We used the original myth statements
(Table 2) as queries for knowledge retrieval. The following
procedure was the same as described above.

Classification performance was evaluated on the same
ground truth data as described in Section “Evaluation of
Classifiers” in the main paper. Tables A11 and A12 summa-
rize this evaluation. RAG did not result in significant perfor-
mance gains over few-shot classification (under McNemar’s
tests). There was limited linguistic variation in the retrieved
sentences. For example, for the counter-myth classification
of M1, some of the retrieved sentences were “MAT does not
substitute one drug for another,” “MAT is not trading one
addiction for another,” and “MAT is not the same as sub-
stituting one addictive drug for another.” The sentences also
did not contain Reddit-like linguistic cues. Lack of linguistic
variability and creativity within the external knowledge base
could be potentials reason for no significant performance
gains.

Additional Density Plots for RQ2 (a)

Figures A1, A2, A3, and A4 represent density distribution
plots for (a-d) human- and (e-h) LLM-generated responses
promoting and countering M2, M3, M4, and M5, respec-
tively. As noted in our discussion of RQ2 (a), responses
(both human- and LLM-generated) promoting myths had a
higher alignment to trust, power, and conflict dimensions
(distributions skew towards the right). This is consistent
across all myths. Therefore, responses promoting M2, M3,
M4, and M5 had a higher tendency to contain assertive con-
fidence and the alternate diverging views framing strategies.
Conversely, responses (both human- and LLM-generated)
countering M2, M3, M4, and M5 contained more external
knowledge based framings, having a higher alignment to the
knowledge social dimension.



Few-shot with Chain-of-Thought prompt

You are an expert in social media analysis and opioid use disorder. First, please analyze the following examples where we
indicate if a response actively promotes or restates a myth on opioid use disorder.

The myth is: Agonist therapy or medication assisted treatment for opioid use disorder is merely replacing one drug with another.

Examples:

Following are five examples, one on each line. Each example contains the response and a binary YES or NO answer indicating
whether the response contains the myth or not. We also provide a reasoning for why the response contains or does not contain
the myth.

Response 1: [POSITIVE INSTANCE TEXT]; Answer: YES; Reasoning: [REASONING TEXT]

Response 2: [POSITIVE INSTANCE TEXT]; Answer: YES; Reasoning: [REASONING TEXT]

Response 3: [POSITIVE INSTANCE TEXT]; Answer: YES; Reasoning: [REASONING TEXT]

Response 4: [NEGATIVE INSTANCE TEXT]; Answer: NO; Reasoning: [REASONING TEXT]

Response 5: [NEGATIVE INSTANCE TEXT]; Answer: NO; Reasoning: [REASONING TEXT]

Task: Given what you learned from the examples, your task is to determine whether the following response actively promotes
the myth: Agonist therapy or medication assisted treatment for opioid use disorder is merely replacing one drug with another.
Answer with a binary YES or NO. Answer NO if the response’s author only talks about their personal experience with opioid
use disorder or an issue other that the provided myth.

Also provide a reasoning for your answer, quoting excerpts from the response.

Do not restate the response and only provide one answer. Please think through step by step.

Response: [TEST INSTANCE TEXT]
Answer:
Reasoning:

Table A7: Few-shot with Chain-of-Thought prompt to determine whether or not human- and LLM-generated responses promote
OUD myths.

Framing strategy | Definition | Method

Assertive confidence Expressions demonstrating certainty, trust, and authority (Zhang et al. 2018) | Trust, Power classifiers (Choi et al. 2020)
Alternate diverging views | Reasoning other possible standpoints (Zhang et al. 2018) Conflict classifier (Choi et al. 2020)
External knowledge Exchange of ideas or expert know-how (Zhang et al. 2018) Knowledge classifier (Choi et al. 2020)
Persuasive appeal Descriptions of lived experiences (Zhang et al. 2018) StorySeeker (Antoniak et al. 2024)

Table A8: Strategies and corresponding methods to study how responses that promote and counter myths differ in framing.

Social dimension classifier | Description

Representative keywords

Trust Will of relying on the actions or judgments of another trustworthy, loyalty, faith, dependability
Power Having power over the behavior and outcomes of another | authority, control, command, dominance
Conflict Contrast or diverging views different, divide, tense, disagreement

Knowledge Exchange of ideas or information; learning, teaching expertise, know-how, insight, competent

Table A9: Description of social dimension classifiers developed by Choi et al. (2020).

Myth | LLaMa-2-13B | Mistral-7B | gpt-3.5-turbo | LLaMa-2-13B | Mistral-7B | gpt-3.5-turbo || McNemar’s
| Few-shot prompt I Few-shot with Chain-of-Thought prompt I

Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 X2 p
MI 0.66 | 0.66 | 0.66 | 0.70 | 0.68 | 0.69 | 0.82 | 0.80 | 0.81 || 0.68 | 0.66 | 0.67 | 0.74 | 0.70 | 0.72 | 0.88 | 0.88 | 0.88 || 6.02 | ***
M2 0.60 | 0.60 | 0.60 | 0.65 | 0.62 | 0.63 | 0.76 | 0.70 | 0.73 || 0.64 | 0.63 | 0.63 | 0.68 | 0.66 | 0.67 | 0.82 | 0.78 | 0.80 || 4.28 | **
M3 0.64 ] 0.60 | 0.62 | 0.68 | 0.66 | 0.67 | 0.80 | 0.78 ] 0.79 || 0.64 | 0.64 | 0.64 | 0.72 [ 072 | 0.72 | 0.85 | 0.85 | 0.85 || 4.09 | **
M4 0.65 ] 0.62 | 0.63 | 0.68 | 0.68 | 0.68 | 0.84 | 0.84 | 0.84 || 0.66 | 0.66 | 0.66 | 0.72 [ 0.70 | 0.71 | 0.88 | 0.85 | 0.86 || 2.72 | *
M5 0.65 ] 0.65 | 0.65 | 0.66 | 0.66 | 0.66 | 0.70 | 0.68 | 0.69 || 0.66 | 0.66 | 0.66 | 0.70 | 0.66 | 0.68 | 0.78 | 0.78 | 0.78 || 7.14 | ***

Table A10: Evaluation of LLaMa-2-13B,Mistral-7B, and gpt—3.5-turbo as classifiers to identify whether a human-
or LLM-generated response counters an OUD-related myth. Performance summarized for two prompting strategies: (a) few-
shot and (b) few-shot with chain-of-thought via 3 metrics: precision (Pr.), recall (Re.), and Fl-score (F1). McNemar’s tests
(p <0.1: ¥, p < 0.05: “*¥* p < 0.01: “***’) were performed to compare gpt—3.5-turbo’s performance for few-shot and
few-shot with chain-of-thought prompting strategies.
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Figure Al: Density plot distributions for scores indicating the alignment of (a-d) human- and (e-h) LLM-generated responses,
promoting or countering M2, to the four social dimensions: trust, power, conflict, and knowledge. (All) Dotted lines represent
the average alignment score of the responses to the social dimensions.
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Figure A2: Density plot distributions for scores indicating the alignment of (a-d) human- and (e-h) LLM-generated responses,
promoting or countering M3, to the four social dimensions: trust, power, conflict, and knowledge. (All) Dotted lines represent
the average alignment score of the responses to the social dimensions.

Myth | Pr. |

Re. | F1

M1 0.80

0.79 | 0.79

M2 0.75

0.75 | 0.75

M3 0.82

0.77 | 0.79

M4 0.85

0.80 | 0.82

M5 0.70

0.70 | 0.70

Table A11: RAG-based counter-myth classification.

Myth | Pr. |

Re. | F1

Ml 0.82

0.78 | 0.79

M2 0.77

0.73 | 0.75

M3 0.80

0.80 | 0.80

M4 0.78

0.77 | 0.77

M5 0.75

0.74 | 0.74

Table A12: RAG-based myth classification.
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Figure A3: Density plot distributions for scores indicating the alignment of (a-d) human- and (e-h) LLM-generated responses,
promoting or countering M4, to the four social dimensions: trust, power, conflict, and knowledge. (All) Dotted lines represent

the average alignment score of the responses to the social dimensions.
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Figure A4: Density plot distributions for scores indicating the alignment of (a-d) human- and (e-h) LLM-generated responses,
promoting or countering M5, to the four social dimensions: trust, power, conflict, and knowledge. (All) Dotted lines represent

the average alignment score of the responses to the social dimensions.



